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INTRODUCTION

In 2010, New York City Police Commissioner Raymond Kelly announced a new network of video surveillance in the City. The new network would be able to prevent future terrorist attacks by identifying suspicious behavior before catastrophic events could take place. Kelly told reporters, “If we’re looking for a person in a red jacket, we can call up all the red
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jackets filmed in the last 30 days,”¹ and “[w]e’re beginning to use software that can identify suspicious objects or behaviors.”² Gothamist later made a witticism of Kelly’s statement, remarking, “Note to terrorists: red jackets are not a good look for you.”³ This small joke captured a real concern for New Yorkers: what if you’re not a terrorist, but you do happen to wear a red jacket in the subway on a day when the New York City Police Department is looking for red-jacketed terrorists? And what if you happen to have brown skin? Or pray at a mosque? Should these attributes be captured on video, are they sufficient for the NYPD to bring you in for questioning, or even to arrest you?

Surveillance cameras have been present in New York City for decades, installed and monitored by both the NYPD and private business owners.⁴ After September 11th and the PATRIOT Act, their numbers surged.⁵ The number of cameras that capture the images of New Yorkers each day remains dwarfed by those in London, where there is one camera for every fourteen residents,⁶ under the much-celebrated and equally controversial “ring of steel.”⁷ However, the numbers in New York are in the thousands,


². Id.

³. Id.


⁷. There is wide disagreement on the effectiveness of the “ring of steel.” See Cara Buckley, Manhattan Takes Cue from London’s “Ring of Steel” N.Y. TIMES, Jul. 9, 2007, at A1 (reporting on the earliest implementation of the Lower Manhattan Security Initiative, comparing it to the “ring of steel” and noting that the “ring of steel” was unable to prevent the 2005 subway bombings in London); Kieran Long, So Can the Secret Ring of Steel Save the
particularly since the launch of the system announced by Commissioner Kelly in 2010: the Lower Manhattan Security Initiative and the Midtown Manhattan Security Initiative (LMSI and MMSI, respectively).8 The NYPD touts the LMSI and MMSI as unique: they form a completely networked system, such that all video camera feeds can be monitored from a single location, in real time.9 This type of program is anticipated to be more effective in stopping crime and terror attacks than London’s static system, which provides only playback capabilities and not real-time monitoring.10 Despite their reach, however, neither the New York nor the London program has yet been proven effective in preventing either crime or terrorist attacks.11

Any surveillance program clearly raises privacy concerns for the monitored population. This Note weighs some of those concerns for New Yorkers, not against national security interests, the validity of which this Note largely concedes, but rather against the lack of legal accountability built into the LMSI and MMSI. That is, this Note asks whether the possible encroachments on privacy and the risks of abuse can be justified by a system that was implemented with no legally binding process for accountability to the public, thus bearing the risk of serious privacy violations and abuses. This Note takes the position that, while a surveillance program like New York City’s may be justified and needed in the modern world, it cannot be allowed to operate outside of any legally enforceable systems of accountability.

Part I of this Note will offer an overview of video surveillance programs and the conflicting information regarding their efficacy in preventing and solving crime. Part II examines the present state of the City and the law regarding video surveillance in New York City. It also contrasts the NYPD’s privacy guidelines for the LMSI and MMSI with the laws governing video surveillance in the United Kingdom, where video surveillance was adopted early and has been used extensively, in London and in other cities and villages. Part III seeks to understand why Chris Dunn, Associate Legal

---

9. Anonymous Interview (Oct. 27, 2010) (on file with author) [hereinafter Anonymous Interview] (This interview was conducted with a New York City official who is very close to the LMSI/MMSI and who was not authorized by the NYPD to speak publicly about these programs.);
10. Anonymous Interview, supra note 9.
11. See Buckley, supra note 7; Guirguis, supra note 6; Long, supra note 7; Rosen, supra note 7.
Director of the New York Civil Liberties Union (NYCLU), is convinced that there is no legal argument that could directly challenge the presence of surveillance cameras in New York City. It will identify the types of problems that may stem from New York City’s current system, demonstrating very real concerns about privacy invasion and other possible abuses. Part IV will make projections as to where law and practice is heading on this issue, and will posit recommendations and hopes for future practice.

I. THE EFFECTIVENESS QUESTION

This section presents a brief overview of the conflicting evidence regarding the effectiveness of video surveillance in preventing crime. The overview is included for two reasons. The first is to draw a context for the discussion that follows, to make clear that citizens are being asked to compromise their privacy interests and risk abuse for the sake of a system whose effectiveness in making them safer is not clearly established. The second reason is to compare most existing video surveillance programs with New York City’s relatively new Lower Manhattan and Midtown Manhattan Security Initiatives (LMSI/MMSI) discussed in detail in Part II. These initiatives are on the cutting edge of surveillance technology. But, as will become clear, while their scope is substantially broader, and their capacity for effective, real-time crime prevention may prove to be greater, the privacy and abuse concerns they raise are much the same as they always have been, and may expand as their technological reach expands.

Cameras are championed by government and law enforcement leaders, as well as, in some cases, the general public, as a necessity to protect against terrorist attacks and other crime. An example of a seemingly uncontroversial and effective video surveillance program is in the city of Northampton in the United Kingdom:

[O]ne of England’s earliest surveillance systems was installed at the insistence of the public and was even partially paid for by local businesses. That was the system of the historic city of Northampton, which was introduced in the early 1990s in the wake of the IRA intense bombing campaigns. . . . Both short- and long-term results were quite impressive. The cameras led to seventeen arrests the same month they became fully operational. Two and a half years after the system’s installation, police have solved 85% of all crimes in the monitored areas. By the mid-1990s, Northampton’s crime record had been cut by 57%.

Guirguis, supra note 6 at 147.

However, as the NYCLU points

12. Interview with Chris Dunn, Assoc. Legal Dir., N.Y. Civil Liberties Union (Oct. 5, 2010) [hereinafter Dunn Interview].

13. An example of a seemingly uncontroversial and effective video surveillance program is in the city of Northampton in the United Kingdom:

14. In the 1990s, crime declined in Tacoma, Washington, by thirty-five percent in the first year cameras were installed; in New York City, crime rates in public housing projects declined by between thirty and fifty percent over five years when cameras were installed; in
out, the cited evidence does not clearly point to surveillance programs as the sole or primary cause of drops in crime rates, at least in New York.\footnote{593} Many video surveillance programs were developed and installed in the 1990s, when crime rates were already consistently decreasing, largely due to an expanded police force with an increased physical presence on the streets.\footnote{15} In 2006, in testimony before the New York City Council, the NYPD touted its Video Interactive Patrol Enhancement Response (VIPER) program,\footnote{17} claiming that, after security cameras were installed in City housing projects, monitored buildings experienced a thirty-six percent drop in crime from the previous year.\footnote{18} Anecdotal evidence indicates that the cameras may have contributed to at least some decrease in petty crime, and some residents—and especially managers—of monitored housing projects registered satisfaction.\footnote{19} However, no evidence has been presented that directly connects the presence of the cameras to the drop in crime in those areas.\footnote{20}

Similarly, in 2003, Congress directed the federal General Accounting Office (GAO) to investigate the effectiveness of video surveillance.\footnote{21} The GAO studied four American cities\footnote{22} using video surveillance and concluded that there was simply not enough available evidence to conclusively determine whether the cameras were preventing crime.\footnote{23} Such findings have been echoed in the United Kingdom. England’s Home Office released a survey in 2005, evaluating thirteen local video surveillance programs. The study found a statistically significant reduction in crime in only one of the thirteen

\begin{itemize}
\item\footnote{15} N.Y. Civil Liberties Union, Who’s Watching? Video Camera Surveillance in New York City and the Need for Public Oversight 5 (2006) [hereinafter Who’s Watching?].
\item\footnote{16} Id.
\item\footnote{17} Id. A commanding officer of the NYPD’s Technical Assistance Response Unit reported that the VIPER program had placed 3,100 cameras in fifteen public housing buildings managed and monitored by the NYPD and the New York City Housing Authority in 1997.
\item\footnote{18} Id.
\item\footnote{20} Who’s Watching?, supra note 15, at 5.
\item\footnote{22} Id. at 3 (listing Baltimore, Maryland; Tampa, Florida; Columbia, South Carolina; and Virginia Beach, Virginia).
\item\footnote{23} Id. at 29 (“There is general consensus among CCTV users, privacy advocates, researchers, and CCTV industry groups that there are few evaluations of the effectiveness of CCTV in reducing crime, and few jurisdictions are keeping data to demonstrate that their CCTV systems are effective.”).  
\end{itemize}
areas under surveillance, and seven areas had actually experienced increased crime.24

In addition to the doubts with regard to the effectiveness of surveillance cameras in preventing everyday crime, there is also a lack of evidence supporting the position that surveillance cameras prevent terrorism.25 While there are video recordings of some of the actions of the September 11th hijackers prior to the attacks, those video cameras were unable to prevent the attacks.26 Likewise, London’s “ring of steel” video surveillance program in its public transport system also failed to prevent the deaths of fifty-six people in the July 2005 terrorist attacks.27 As Business Week sharply pointed out, following the 2005 attacks in London:

Lost in the recent London bombings, along with innocent lives, was any illusion that today’s surveillance technology can save us from evildoers. Britain has 4 million video cameras monitoring streets, parks, and government buildings, more than any other country. London alone has 500,000 cameras watching for signs of illicit activity . . . . Fanatics bent on suicide aren’t fazed by cameras. And even if they are known terrorists, most video surveillance software won’t pick them out anyway.28

Cameras capture events, and in some cases those images will later help investigators identify the perpetrators of criminal acts. But cameras are by no means a magic bullet. Highlighting the need to prioritize uses of limited resources in New York City, the NYCLU has recognized that “[c]ameras cannot prevent bad things from happening—and the money spent on them may, in fact, divert resources from more effective crime prevention strategies and tactics.”29

II. The State of the City

A. The Lower Manhattan and Midtown Manhattan Security Initiatives

Effective or not, video surveillance appears to be with New Yorkers to stay. In 2007, New York launched the Lower Manhattan Security Initiative (LMSI), which includes an integrated network of publicly and privately

---

owned cameras, as well as license plate readers, concentrated below 14th Street.\textsuperscript{30} In 2010, the city launched a companion program—the Midtown Manhattan Security Initiative (MMSI).\textsuperscript{31} Presently, the City is continuously scanning at least 1,159 public and private cameras; it has added 500 new cameras to subway systems in the city and has plans to add approximately 1,800 more image-capturing devices in lower and midtown Manhattan.\textsuperscript{32} These cameras record the images of many New Yorkers, multiple times per day.\textsuperscript{33} The purpose of LMSI/MMSI is a compelling one: to “aid in the detection of preparations to conduct terrorist attacks,”\textsuperscript{34} to “deter terrorist attacks,”\textsuperscript{35} and to “reduce incident response times.”\textsuperscript{36} The programs are run by the NYPD’s Counterterrorism Bureau, with primary financial support and some operational oversight from the federal Department of Homeland Security.\textsuperscript{37} Distinct in purpose, function, and management from the NYPD’s anti-crime programs like VIPER, LMSI/MMSI was created solely to keep New York City safe from future terrorist attacks.\textsuperscript{38}

The LMSI area of surveillance extends from Canal Street to the lowest point in Manhattan, and from the East River to the Hudson River.\textsuperscript{39} The MMSI area of surveillance reaches from 30th Street to 60th Street, river to


\textsuperscript{32} Id.

\textsuperscript{33} Brad Hamilton, \textit{Hidden Eyes of Our Apple; No Escaping City Security Cameras}, \textit{N.Y. Post} (May 2, 2004), \textit{http://www.nypost.com/p/news/hidden_eyes_of_our_apple_no_escaping_GPFusGuurt1WFF4Pb6ufM} (“To see just how often the average New Yorker is caught on film, a \textit{Post} reporter spent the day gathering images from some of the 200 or so cameras he passed during a typical Tuesday on the job. It started early—at 9:51 a.m., when he got coffee at the deli around the corner from his Carroll Gardens, Brooklyn, apartment. About an hour later, he was captured driving on the BQE at Sackett Street by a Department of Transportation traffic cam[era]. From there, he was spotted almost constantly: walking into the newspaper’s building on Sixth Avenue in Midtown, riding the elevator to his office, meeting a source in Times Square, talking on the street, eating lunch, taking the subway, having a drink with a pal, renting a DVD. A mix of public and private cameras tracked him moment by moment doing a host of mundane activities.”).\textsuperscript{34}


\textsuperscript{35} Id. at 3.

\textsuperscript{36} Id.

\textsuperscript{37} Id.

\textsuperscript{38} Anonymous Interview, \textit{supra} note 9.

\textsuperscript{39} Id.
The programs consist of a fiber optic ring around Manhattan that carries the data collected from all of the cameras currently in the network. Through the Lower Manhattan Security Coordination Center, video feeds are pulled in from multiple sources, including NYPD-owned wireless cameras in “high risk” areas (such as the Financial District), “Stakeholder”-owned cameras (private sector “stakeholders” include Goldman Sachs, the New York Stock Exchange, and the Manhattan Transportation Authority), license plate readers, and 911 reports. Personnel from the NYPD, Port Authority, and stakeholder entities all monitor these video feeds and other sources from within the Coordination Center.

What makes LMSI/MMSI unique—and distinguished from the “ring of steel” and other surveillance programs—is that it allows the use of “real-time video analytics.” All cameras in the two programs are networked to one dedicated fiber optic ring; one data center processes and stores all of the video footage gathered by the cameras. These characteristics make the network useful for both investigative purposes and—of most interest to the NYPD and its stakeholders—preventative purposes as well. The term “real-time video analytics” refers to a programmable network, which can be built to recognize and flag—in real-time—scenarios such as abandoned packages in the subway. According to the Mayor’s office, when fully configured, the analytics can alert police in real-time to a variety of potentially suspicious objects or activities, including unattended parcels, movement in restricted areas, and unusual loitering, and enables investigators to search multiple cameras simultaneously to retrieve incidents of concern. What the Mayor’s office has not addressed are questions about the system’s operation and the lack of enforceable guidelines to limit potential abuse.

B. Public Security Privacy Guidelines

In 2009, the NYPD released a set of Public Security Privacy Guidelines (“Guidelines”) that purportedly established “policies and procedures to limit the authorized use of the Domain Awareness System and to provide for limited access to and proper disposition of stored data” and to ensure “privacy

40. Id.
41. Id.
42. Id.; Mayor’s Office Press Release, supra note 31.
44. Anonymous Interview, supra note 9.
45. Id.
46. Id.
47. Id. London’s “ring of steel” is distinguished because it is decentralized, not monitored in real-time, and therefore only useful for post-incident investigations. In the event of an incident, the footage from each camera must be viewed and analyzed separately and manually.
The NYPD adopted the Guidelines, taking into consideration the “magnitude” of the new system, the large amounts of time, effort and funding that would be invested in new camera technology and implementation of the system, as well as “valid concerns about these systems, governing retention, use, and sharing of video data.” The Guidelines note that the Domain Awareness System, which encompasses the LMSI and the MMSI, was created under the NYPD’s plenary power to protect the public, set out in New York City’s Charter. The key objectives of the Domain Awareness System, according to the Guidelines, are to: observe the pre-operational activity of terrorist organizations; detect preparations to conduct terrorist attacks; deter terrorist attacks; provide “a degree of common domain awareness” for all of the stakeholders in the LMSI/MMSI; reduce incident response times; and “create a common technological infrastructure to support the integration of new security technology.”

The Guidelines set out directives aimed at preventing privacy violations that focus on the operation of the system and on the storage, usage, and sharing of data. Generally, operators of the surveillance system are compelled to refrain from biased targeting, to monitor only areas in which no reasonable expectation of privacy exists, to refrain from the use of facial recognition technology, and to require identifying signs on NYPD- and stakeholder-owned cameras. Additionally, the Guidelines state that their provisions are to be extended to cases where technologies governed by the Guidelines either utilize or are integrated with systems deployed by other divisions of the NYPD. Regarding data, videos are to be stored for only thirty days under ordinary circumstances, and data is to be destroyed after that period. Other types of data, however, may be held for up to five years, or even indefinitely. Decisions to retain data beyond the thirty-day period must be made by an “Authorized Agent,” typically either the Deputy Commissioner of Counterterrorism or the Deputy Commissioner for Legal
“Data usage” is authorized to further the purposes set out by the Guidelines, as well as “in furtherance of legitimate law enforcement and public safety purposes beyond the scope of those purposes set out in the Statement of Purpose.” The Guidelines state that it is the NYPD’s policy “to place limits on the sharing of data with third parties” and to ensure that data is used only for law enforcement purposes. Once again, only an Authorized Agent may approve the sharing of data. Finally, the Guidelines provide security protocols to safeguard stored data by limiting access to the Lower Manhattan Security Coordination Center, screening stakeholder representatives, and requiring both NYPD personnel and stakeholder representatives to “complete privacy training . . . with periodic assessments.”

The Guidelines state that the system will be operated “only in furtherance of legitimate law enforcement and public safety purposes” and express concern for the public’s interest in privacy. However, the NYPD and the Guidelines make it clear that “flexibility” is required to protect the public, and are very unclear with regard to how much and what type of flexibility is required. Regarding both operations and the treatment of data, the Guidelines set out general requirements, but leave substantial room for changes in ordinary operation, with imprecise regulations regarding how such decisions are to be made. For instance, one objective of the Domain Awareness System is to provide infrastructure to support the integration of new security technology, but the possible types of new technology are undefined; and, while the Guidelines state that facial recognition technology will not be deployed, it is not clear that this assurance will be lasting. Further, technologies governed by the Guidelines may utilize or be integrated with systems and technologies that go undefined, deployed by other bureaus and divisions of the NYPD that also remain undefined. Of overarching concern is the fact that the Guidelines allow data to be used for indeterminate “legitimate law enforcement and public safety purposes” beyond the scope of the Statement of Purpose. This effectively means that data may be used for any purpose identified by the NYPD to relate to law enforcement, but not encompassed in the Guidelines. Perhaps the most troubling aspect of the Guidelines appears in the final paragraph: a disclaimer that states,

58. Id. at 3–4.
59. Id. at 4.
60. Id. at 5.
61. Id.
62. Id. at 6–7.
63. Id. at 4.
64. Id. at 1.
65. Anonymous Interview, supra note 9.
66. NYPD Guidelines, supra note 34, at 3.
67. Id.
68. Id. at 4.
“[n]othing in these Guidelines is intended to create any private rights, privileges, benefits or causes of action in law or equity.”69 Thus, the Guidelines are not legally enforceable.

To date, the federal government and state governments have not adopted any legislation governing the video surveillance of public places.70 In 2010, Senator Arlen Specter introduced a bill that would have placed some limits on lawful public video surveillance, but the bill never passed out of committee.71 The bill itself would not have gone very far to address public privacy concerns resulting from video surveillance in public spaces. Rather, it focused on surveillance of an individual’s place of residence—a location long understood by courts to enjoy a high level of Fourth Amendment protection.72 The bill would simply have amended the federal criminal code “to prohibit unauthorized video surveillance of an individual in an area of a temporary or permanent residence that is not readily observable from a public location, with a reasonable expectation of privacy in the area.”73 It would also have generally prohibited the use of such surveillance as evidence.74 The bill may yet come up for a vote: to date, it has been read twice in session and referred to the Committee on the Judiciary.75

Outside of legislation, while courts in the United States have addressed numerous surveillance issues,76 they have not specifically addressed video surveillance in public areas. Local governments too have generally not regulated video surveillance programs. At least one survey has shown that most large police departments in the United States do not have written policies regulating the use of video systems.77 This is pointed to by proponents of the NYPD’s system, which has been applauded for voluntarily adopting a policy on privacy and abuse.78 While New York City does have a policy, the policy as adopted provides no legally enforceable cause of action,79 and the NYPD

69. Id. at 7.
73. S. 3214.
74. Id.
75. Id.
78. Anonymous Interview, supra note 9.
79. NYPD Guidelines, supra note 34, at 7.
has attempted to avoid making background information about that policy available to the public at large.80

C. Freedom of Information

In 2007, the NYCLU filed Freedom of Information Law (FOIL)81 and Freedom of Information Act (FOIA)82 requests with the NYPD and the Department of Homeland Security (DHS), in an attempt to draw a picture for the public of how the City’s video surveillance system is being implemented and operated.83 The NYCLU sought the following information: the types of data the NYPD was planning to collect through the LMSI, how the data would be used, whether and how the data would be shared with other law enforcement agencies or other entities, the forms in which the data would be retained, and the length of time the data would be retained.84 The NYPD initially responded to the NYCLU’s request for documents by sending one document, and asserting that the rest of the documents sought “were either exempt from disclosure or could not be located.”85 Following an administrative appeal, eighty-eight additional documents were disclosed—mostly budgetary worksheets and funding requests.86 The remaining undisclosed documents, by the NYPD’s own calculations, totaled more than 2,100 pages and were found to be exempt from disclosure in the administrative appeal.87

84. N.Y. Civil Liberties Union, 2009 N.Y. Misc. LEXIS 2542 at *3.
85. Id.
86. Id. at *3–4.
87. Id. at *4–5. In the administrative hearing, the documents requested by the NYCLU were found to be exempt from disclosure under the following:

N.Y. Pub. Off. Law § 87(2)(a) (McKinney 2010) (exempts from disclosure records whose disclosure is otherwise barred by state or federal statutes); N.Y. Pub. Off. Law § 87(2)(e)(i) (McKinney 2010) (exempts from disclosure records that are compiled for law enforcement purposes); N.Y. Pub. Off. Law § 87(2)(e)(iv) (McKinney 2010) (exempts records which, if disclosed, would interfere with law enforcement investigations or judicial proceedings, or reveal criminal investigative techniques or procedures, except routine techniques and procedures); N.Y. Pub. Off. Law § 87(2)(f) (McKinney 2010) (exempts from disclosure records whose disclosure could endanger the life or safety of a person); N.Y. Pub. Off. Law § 87(2)(g) (McKinney 2010) (exempts from disclosure inter-agency and intra-agency communications which are pre-decisional and deliberative); and, N.Y. Pub. Off. Law § 87(2)(i) (McKinney 2010) (exempts from disclosure records that, if disclosed, would jeopardize an agency’s capacity to guarantee the security of its information technology assets, such assets encompassing both electronic information systems and infrastructures).

Id.
In 2008, the NYCLU sought judicial review of the NYPD’s avoidance of the NYCLU’s 2007 FOIL request for documents related to the LMSI.88 In 2009, Justice Marylin Diamond of the New York State Supreme Court ordered the NYPD to disclose further documents, but upheld the exemption of any documents involving “the operational details of the LMSI, such as the types of information to be collected and how the information will be used, shared and stored and for how long” under Public Officers Law § 87(2)(e).89 The court expressed concern that such disclosure would limit the effectiveness of the program and increase the risk of terrorist attacks in New York City.90 The court responded to the NYCLU’s request relating to funds received for the program and communications with vendors by ordering the production of documents for in camera review.91

On October 27, 2010, Justice Diamond filed a ruling.92 With respect to documents classified as inter-agency and intra-agency communications, Justice Diamond ruled in favor of the NYPD, allowing such documents to be withheld from the NYCLU and, by extension, from the public.93 The cumulative result of Justice Diamond’s 2009 and 2010 rulings exempted from disclosure all documents that address operational details of the LMSI (such as the types of information to be collected, how such information will be used, shared and stored, and for how long), as well as any communications within and between agencies involved in the LMSI (which could include entities ranging from the NYPD to Goldman Sachs, a LMSI/MMSI stakeholder). With respect to all other documents, Justice Diamond did rule in favor of the NYCLU, ordering the NYPD to produce the requested documents.94 To date, the NYPD has complied with the order, producing a series of documents that the NYCLU has been able to make use of in its advocacy work.95 The NYCLU has had more success in retrieving documents from DHS in federal court, but, particularly in the absence of documents shedding light on the operation of LMSI/MMSI, or the communications between stakeholders in establishing the programs, the NYCLU has expressed continued concerns regarding the opacity in the management and operation of the LMSI and its progeny.96

88. Id. at *1.
89. Id. at *9–10.
90. Id. at *10.
91. Id. at *12.
93. Id.
94. Id.
95. E-mail from Chris Dunn, Assoc. Legal Dir. of the N.Y. Civil Liberties Union, to author (Jan. 17, 2012, 1:44:29 PM EST) (on file with author).
D. A Comparison: Surveillance Law in the United Kingdom

The United Kingdom has led the way in the adoption of video surveillance systems, and is cited often in relationship to emergent surveillance systems in the United States—notably, the LMSI/MMSI programs in New York City. As such, it is useful to consider the legal regime that regulates video surveillance in Britain, and to note that it does not differ substantially from our own legal regulation (and lack thereof) of video surveillance (although Parliament is in the process of considering a bill to increase civil liberties protections, which is discussed below). A commonly cited statistic is that the United Kingdom deploys one surveillance camera for every fourteen citizens, and that the average citizen may be filmed up to 300 times per day; the United Kingdom is one of the top five most heavily surveilled countries in the world. The Regulation of Investigatory Powers Act 2000 (RIPA), the Police Act of 1997, and the Intelligence Services Act of 1994 all compel the regulation of various surveillance methods in the United Kingdom. This combination of statutes acts very much like the suite of federal legislation that governs surveillance in the United States: the PATRIOT Act, the Electronic Communications Privacy Act, the Communications Assistance for Law Enforcement Act, and the Foreign Intelligence Surveillance Act. On both sides of the Atlantic, these collections of legislation establish guidelines for surveillance activities, and generally provide the governments of the United States and the United Kingdom broad latitude in conducting surveillance of both citizens and non-citizens.

Notably, the United Kingdom’s legal framework on surveillance also resembles the law of the United States insofar as it lacks regulations that directly address public video surveillance. Parliament, however, is in the process of considering a bill aimed at “safeguard[ing] civil liberties and reduc[ing] the burden of government intrusion into the lives of individuals.”

The Protection of Freedoms Bill was introduced into the House of Commons in February 2011, and according to the Home Office, is expected to complete the parliamentary process and receive Royal Assent by the end of the current session in April 2012. As part of its provisions, the Bill would require the Secretary of State to promulgate a Code of Practice governing video surveillance and would establish a Surveillance Camera Commissioner, charged with “encouraging compliance with the surveillance camera code, reviewing the operation of the code, and providing advice about the code.”

The Code of Practice, which will be adopted if Parliament passes the Protection of Freedoms Bill, resembles the NYPD’s Public Security Privacy Guidelines in the privacy issues that it reaches (including technical specifications, retention of and access to data, and privacy training for personnel). Unlike the Guidelines, however, the Code of Practice will be statutory and thus legally binding.

While the Code of Practice, if implemented, will be legally binding, the Protection of Freedoms Bill sets out only vague and quite flexible provisions for the drafting of the code, and also has limited geographical and jurisdictional reach. The Bill does not mandate precisely what systems and uses must be addressed by the code. The code “must contain guidance about one or more of . . . the development or use of surveillance camera systems” or the “use or processing” of information obtained through those systems. Additionally, regulations under the Code of Practice will govern only police and local governments, despite the fact that the use of video surveillance is more widespread. Further, the draft document provided to the public for comment expresses a commitment to “restoring and preserving [the United Kingdom’s] historic and valued traditions of freedom and fairness,” but notes that “a cornerstone of a free and confident society is the State’s duty to ensure that its citizens are sufficiently protected so that they are able to conduct their legitimate business in safety and security.”

106. Protection of Freedoms Bill, 2010-12, H.L. Bill [128] (Eng.).
107. Id.
109. Protection of Freedoms Bill, 2010-12, H.L. Bill [128] cl. 29(3) (Eng.).
110. Id. cl. 29(1).
111. Id. cl. 29(2).
112. Id. cl. 33(5); Mathieson, supra note 108.
113. Id. at 3.
114. Id.
that end, the Code asserts that nothing in it is intended to “hamper the ability of the law enforcement agencies or any other organisation, to use [video surveillance technology] as necessary to prevent or detect crime, or otherwise help to ensure the safety and security of individuals.”

Much like the NYPD’s Guidelines, the Code of Practice aims to ensure the utmost flexibility to agencies engaging in video surveillance. Finally, of concern to critics of the Bill is the fact that individuals who fail to follow the code will face neither civil nor criminal charges.

As in the United States, the authority of British national, regional, and local governments to conduct any type of surveillance is subject to a “reasonable expectation of privacy” standard. The definition of a reasonable expectation of privacy anywhere except in the home remains as uncertain in the United Kingdom as it does in the United States. A key difference between the laws of the United Kingdom and the United States, however, is that the reasonable expectation of privacy standard in the United Kingdom does not stem from national law; rather, it comes from the European Convention on Human Rights (ECHR), to which the United Kingdom is subject, along with the rest of the European Union. Article 8 of the ECHR provides that “everyone has the right to respect for his private and family life, his home and his correspondence” and prohibits government interference with this right, except such as is in accordance with the law and is necessary in a democratic society in the interests of national security, public safety or the economic well-being of the country, for the prevention of
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disorder or crime, for the protection of health or morals, or for the protection of the rights and freedoms of others.\textsuperscript{120}

While Article 8 leaves room for a wide range of government actions in the interest of security and safety, to date the European Court of Human Rights has construed the article somewhat protectively in favor of individual privacy rights.\textsuperscript{121}

In Europe, there appears to be more room than in the United States for protections against privacy violations that occur in public. The European Court of Human Rights has identified a “zone of interaction of a person with others, even in a public context, which may fall within the scope of ‘private life.’ ”\textsuperscript{122} In the 2003 case \textit{Peck v. The United Kingdom},\textsuperscript{123} for example, the Court firmly expressed the principle that, under certain circumstances, an individual’s actions in a public place may retain a reasonable expectation of privacy, despite taking place in public.\textsuperscript{124} In \textit{Peck}, the claimant was filmed on a surveillance camera and still images from the surveillance footage were later released to the media. Peck’s application for judicial review in the United Kingdom was rejected on the grounds that there was no general right of privacy under English law.\textsuperscript{125} Peck then brought his claim to the European Court of Human Rights, which ruled that the disclosure of footage constituted a disproportionate interference with Peck’s private life—a term construed broadly under Article 8 of the ECHR—and the fact that the footage was taken on a public street was not sufficient to preclude it from being considered a private situation.\textsuperscript{126} The \textit{Peck} ruling and others like it are significantly different from the jurisprudence of the United States, which, to date, has found no reasonable expectation of privacy in public under any circumstances.\textsuperscript{127}

In practice, the construction of privacy rights by the European Court of Human Rights may not grant substantially greater privacy protections to the average British citizen than is afforded to the average American citizen. \textit{Peck} is a substantially limited ruling, based on unique circumstances involving a highly mentally-disturbed claimant on the street at night, with a privacy claim based not on the government’s act of filming him, but rather on its subsequent act of releasing stills from the footage. Further, any
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individual wishing to challenge the government’s video surveillance practices can rely only on the ECHR and litigation in the European Court of Human Rights. Just as an American citizen must have resources and stamina to bring an individual privacy claim, so too must a British citizen summon the same wherewithal to bring a claim to the European Court of Human Rights. While the European law may prove to be somewhat more protective of individual privacy rights, the path to judicial review may not be more readily available than the path to judicial review in the United States.

III. Security versus Privacy and Free Speech

A. Painting a Picture

The NYCLU demanded documents from the NYPD to develop a picture of the policies in place (or lack thereof) governing New York City’s video surveillance programs, so as to be able to effectively monitor and respond to potential abuses and violations of the system. The lack of legally enforceable guidelines and/or any governing legislation raises major concerns having to do with privacy protections, as well as First Amendment rights. Some of these privacy concerns relate to the length of time that the NYPD may keep footage from the video surveillance system and regulations regarding how and under what circumstances such footage may be shared between departments, between stakeholders, and even between state and federal law enforcement entities. Further concerns deal with basic privacy issues—how far into individuals’ lives video cameras may probe—and the possible chilling effect of such surveillance upon New Yorkers’ speech. The Guidelines set out a range of operational procedures. However, with no possibility of legal enforcement, these procedures do not provide strong protections against law enforcement overstepping its bounds.

There is no obvious legal argument to challenge the omnipresence and expansion of surveillance cameras in New York City. As Chris Dunn, Associate Legal Director of the NYCLU, puts it, “I know of no plans by any organization to litigate the presence of surveillance cameras in New York, and you can read into that the absence of a good legal argument against them.” There has been no domestic litigation regarding the overarching legality of public video surveillance. The lack of such litigation seems to reflect and affirm the view that systems such as the LMSI/MMSI cannot be facially challenged. That is, the system, on its face, does not violate the United States Constitution, nor does it violate any federal or state statute. Any challenge would have to be to a specific application of the system—a
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specific instance of overreach or abuse. However, in other contexts courts have acted to place certain limits on the reach of different types of surveillance, and these limitations help illustrate where boundaries and possible overreaching may be identifiable with regard to video surveillance, laying groundwork for possible legal challenges to particular practices.

Any potential legal arguments challenging public video surveillance programs would have to be grounded primarily in the Fourth Amendment, and potentially in the First Amendment as well. With regard to the Fourth Amendment, there are three notable, relevant boundaries that the judiciary has placed on surveillance practices through case law, offering some guidance as to the limits of constitutional video surveillance. First, public video surveillance cameras may not be used to monitor spaces in which individuals have a reasonable expectation of privacy. Second, police may not use zoom lenses to magnify individuals, belongings, or activity to an invasive degree without a warrant. Third, police may not use cameras to conduct extensive surveillance without suspicion. While these three guidelines are broad, and in some cases come from Supreme Court dicta, they at least set out possible boundaries to consider in the absence of clear standards. The First Amendment may provide additional support for a challenge. Constitutional concerns would relate to the potential chilling effect on freedom of speech and association that could result from surveillance practices.

131. The Supreme Court, in considering constitutional challenges to legislation, distinguishes between facial challenges, which assert that “no set of circumstances exists under which the Act [in question] would be valid,” U.S. v. Salerno, 481 U.S. 739, 745 (1987), and “as applied” challenges, which challenge the validity of legislation only as applied to the challenger’s particular actions or circumstances, Ohralik v. Ohio State Bar Ass’n, 436 U.S. 447, 462 (1978).

132. U.S. Const. amend. IV (“The right of the people to be secure in their persons, houses, papers, and effects, against unreasonable searches and seizures, shall not be violated, and no Warrants shall issue, but upon probable cause, supported by Oath or affirmation, and particularly describing the place to be searched, and the persons or things to be seized.”).

133. U.S. Const. amend. I (“Congress shall make no law respecting an establishment of religion, or prohibiting the free exercise thereof; or abridging the freedom of speech, or of the press; or the right of the people peaceably to assemble, and to petition the Government for a redress of grievances.”).

134. Brown, supra note 70, at 767.

135. See Katz v. U.S., 389 U.S. 347, 351 (1967) (holding that the Fourth Amendment protects individuals who have an expectation of privacy that is recognized as reasonable by society).


137. See U.S. v. Knotts, 460 U.S. 276, 283–84 (1983) (finding that a radio transmitter attached to defendant’s property that indicated defendant’s location to law enforcement officers did not constitute an unlawful search within the meaning of the Fourth Amendment, but suggesting that systems that make possible “twenty-four hour surveillance of any citizen” and “dragnet-type law enforcement practices” could potentially raise Fourth Amendment concerns).
B. Video Abuse

New York City history reveals prevalent opportunities for abusive practices in video surveillance, including violations of privacy, chilling of free speech, and discrimination. The fact that the NYPD’s Guidelines are not legally enforceable, combined with the lack of any official acknowledgement of—or commitment to move away from—past practices, strengthens civil liberties advocates’ view that abusive practices are likely to be repeated, and will go unnoticed and unchallenged in many cases.\(^{138}\)

New York City’s history of abusive surveillance practices dramatically highlights the importance of public knowledge of video surveillance programs and the guidelines surrounding their implementation and use by the NYPD. The abuses made possible by video surveillance may seem obvious and unnecessarily rehashed here. But it is important to take into account the human impact of such incidents, to make the consequences tangible. As Chris Dunn explains, until the public has a clear understanding of the privacy threat imposed by video surveillance, there is little possibility that more stringent regulations will materialize.\(^{139}\)

The NYPD emphasizes a distinction between its anti-crime surveillance programs and its Counterterrorism Bureau’s LMSI/MMSI program, implying that the Counterterrorism Bureau’s program is better monitored and more tightly controlled to prevent abuses.\(^{140}\) That the Guidelines were voluntarily adopted has been promoted as evidence of the NYPD’s recognition of the “magnitude” of the new surveillance programs, and its commitment to “respecting” the public’s privacy concerns.\(^{141}\) The NYPD also admittedly anticipated challenges to the system and aimed to create, in the Guidelines, a framework for “the responsible use of such a system.”\(^{142}\) However, as much as we may wish to ascribe only good will and good faith to our law enforcement officers, the reality is that they may make mistakes.

A National Institute of Justice study shows that law enforcement officers can have trouble concentrating on surveillance monitors after they have
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been watching for more than twenty minutes, resulting in possible slips in diligence, or unethical actions born of boredom. Even assuming nothing but good intentions on the part of New York City police officers, there can be no mistaking the fact that incidents of abuse can and do occur. LMSI/MMSI is run out of the same police department as anti-crime surveillance programs, and is staffed primarily by New York City police officers. It is therefore reasonable to use VIPER and other related programs as at least an illustration of some of the possible consequences of police video surveillance programs in New York City.

1. Privacy

During the 2004 Republican National Convention in New York, a NYPD helicopter, equipped with an infrared camera, was tasked with monitoring a mass bicycle ride protest through downtown Manhattan. During the course of their duties, the police officers controlling the helicopter also recorded a couple being intimate on an apartment terrace, for nearly four minutes. The recording became public when it was used in the trial of one of the protesting bikers, and it was eventually aired by the local CBS station. Jeffrey Rosner, one of the filmed individuals, said following the incident (and after filing a complaint) that he tended to be in favor of surveillance, but that he was concerned with "the sensibility that the police think it's O.K. that they do that—it's about their own professionalism."

In addition to such a remarkable incident, the use of surveillance cameras has everyday privacy implications. Many of the cameras in New York City, especially prior to the LMSI/MMSI programs, have been set up to be un-manned, static monitors, which can be referred back to in case of an incident. Others, however, even prior to LMSI/MMSI, have been run and monitored in real time by police officers, leaving these cameras to be especially potent potential tools of misuse. As reported by the Associated Press,

143. The National Institute of Justice has reported on experiments that were run "to test the effectiveness of an individual whose task was to sit in front of a video monitor(s) for several hours a day and watch for particular events. These studies demonstrated that such a task, even when assigned to a person who is dedicated and well-intentioned, will not support an effective security system. After only twenty minutes of watching and evaluating monitor screens, the attention of most individuals has degenerated to well below acceptable levels." Mary W. Green, Nat’l Inst. Of Justice, The Appropriate and Effective Use of Security Technologies in U.S. Schools: A Guide for Schools and Law Enforcement Agencies, 30 (1999), available at https://www.ncjrs.gov/school/home.html.
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police officers have regularly used video surveillance cameras to engage in “up-skirting” and “down-blousing”—using cameras to take pictures up women’s skirts or down their blouses on city streets.\footnote{149 Former New York City Councilman and New York State Senator Hiram Monserrate, a retired police officer, publicly recalled behavior he observed while part of a Queens VIPER unit: “Some of the stuff I witnessed was what I would term as clearly inappropriate use of the cameras in their surveillance—whether they are looking into people’s windows or some of the male police officers looking at women.”\footnote{150}}

Studies show that the majority of Americans feel, as Jeffrey Rosner does, that video surveillance is warranted, and applaud its use to keep us safe.\footnote{151 However, any argument for video surveillance based on security needs must take into account the reality that individuals make unwise, unethical, and privacy-violating choices with some regularity. Without enforceable regulations, disclosure, and public conversation, such incidents will largely go unacknowledged and unaddressed. As Jeffrey Brown points out, “In the way that the digital revolution has allowed consumers to easily distribute, download, and edit movies and songs, it has allowed police to do the same with surveillance footage.”\footnote{152 Unchecked, these systems offer too much potential, and even temptation, for abusive practices.}}

2. Free Speech

Another concern posed by video surveillance is the potential for infringement on freedom of speech and association.\footnote{153 The ACLU of Northern California (ACLU-NC) has taken the position that video cameras in public may chill speech by preventing anonymity.\footnote{154 It has long been established by the Supreme Court that it is unconstitutional for the government to require}}

\begin{footnotesize}
\footnote{151. \textit{See, e.g.}, John Esterbrook, \textit{Poll: Americans OK With Video Scrutiny}, CBS News (Feb. 11, 2009), available at http://www.cbsnews.com/stories/2002/04/21/opinion/polls/main506822.shtml (stating that Americans are willing to “put up with” surveillance cameras in public places and “feel, by a three-to-one margin (72%–24%), that they will have to give up some of their personal freedoms in order to make the country safe from terrorist attacks”); see also Dwyer, supra note 145, at B10.}
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individuals to identify themselves while speaking in public, or to require the disclosure of membership lists. The ACLU-NC argues that “[i]nstalling cameras in public spaces is tantamount to requiring people to identify themselves whenever they walk, speak, or meet in public.” It is widely accepted that surveillance practices may have a “chilling effect” on individuals’ freedom of expression and association. The ACLU-NC argues that a video camera trained on the entrance of a building where an organization holds meetings could reveal that organization’s members just as easily as a disclosed membership list. In NAACP v. Alabama, the constitutional violation at issue was the state’s attempt to force the NAACP to disclose its membership list. The use of video surveillance to videotape the entryway to an organization’s place of business or meeting location, however, might enable a government to surreptitiously obtain the equivalent of a membership list without having to make a request and without providing notice to the organization or its members. Fear of identification, as the Supreme Court noted in NAACP v. Alabama, can chill speech by discouraging membership in various types of organizations, the sharing of viewpoints at odds with the government, or even simply being seen in certain places. These, in fact, have been the results of past NYPD surveillance efforts in New York City.

New York City has a long history of police surveillance of individuals and groups engaged in political protest and dissent. Between 1904 and
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1985 the NYPD compiled intelligence files on more than 200,000 individuals and groups, including those who were suspected of being communists, Vietnam War protesters, health and housing advocates, education reform groups, and civil rights activists.163 In 1985, a class-action lawsuit finally led to limitations on the NYPD’s surveillance activities.164 The resulting “Handschu Agreement” prohibited the NYPD from investigating the political, ideological or religious activities of an individual or group unless the department had “specific information . . . that a person or group engaged in political activity is engaged in, about to engage in or has threatened to engage in conduct which constitutes a crime.”165 However, in 2003, largely as a result of concerns about terrorism in the wake of September 11th, the United States District Court for the Southern District of New York modified the Handschu Agreement, allowing the NYPD far greater latitude to monitor individuals involved in political activity.166 Under the new guidelines, the police may commence a preliminary inquiry based upon “information indicating the possibility of unlawful activity.”167

The result of the relaxation of the Handschu Agreement was evident during the 2004 Republican National Convention. Without notice to the public, the NYPD deployed extraordinary numbers of surveillance cameras around the city (not only near Madison Square Garden, where the Convention was held),168 and deployed police officers with hand-held cameras to videotape protesters.169 Police intelligence officers were also deployed nationally and internationally, in advance of the Convention, to obtain information about individuals planning to visit New York City during the Convention—logging data about even those individuals with “no apparent intention of breaking the law.”170 Surveillance of this nature by the police comes remarkably close to the type of surveillance and data collection practiced by the NYPD in the decades prior to the Handschu Agreement. Human sensitivities to being monitored have not changed, and it remains likely that such activity by law enforcement agencies will lead to a chilling effect on speech and association.

165. Id. at 1421; see also Who’s Watching?, supra note 15, at 8–9.
166. Id.; Neal Feigenson & Christina Spiesel, LAW ON DISPLAY: THE DIGITAL TRANSFORMATION OF LEGAL PERSUASION AND JUDGMENT 50 (2009) (noting that during the 2004 Republican National Convention uniformed and undercover police officers used small, handheld cameras to film as they moved through crowds).
3. Discrimination and Bias

Discrimination and bias play an independent role in generating concerns about video surveillance, and they also heighten privacy infringement concerns and First Amendment chilling effects. While it is certainly not the intent of this Note to make a generalized accusation that New York City police officers are biased, the targeting of minority communities in New York City by the NYPD is long-standing. In 1999, then-Attorney General Eliot Spitzer issued a report that found that police officers in New York City disproportionately stopped and frisked blacks and Latinos as compared to whites. A decade later, this trend was reaffirmed by a study conducted by Jeffrey A. Fagan. The study showed not only continuing racial bias, but also data indicating that, in more than thirty percent of stops over the six years of the study, officers either lacked, or failed to report, the necessary suspicion to make a stop constitutional.

The kind of active bias—whether conscious or unconscious—that is found in the NYPD’s stop-and-frisk programs has also found its way into police video surveillance. In 2004, the general public was largely unaware of the NYPD’s VIPER program. That changed when 22-year-old Paris Lane committed suicide in the lobby of the Morris Houses in the Bronx, and his death was caught on a surveillance camera monitored by VIPER Unit officers. The video found its way onto Consumption Junction, an Internet site offering images of pornography and violence. The video of Lane’s death was labeled “Introducing: The Self-Cleansing Housing Project.” To add insult to injury, the video also made its way to Lane’s foster mother, Martha Williams, who approached then-Manhattan Borough President C. Virginia Fields for help in holding the NYPD accountable for the sharing of the video. The NYPD acknowledged that the camera that captured the suicide
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recorded digital images, which meant that they could have been easily emailed.\textsuperscript{178}

Williams’ complaint led to a public hearing, and a series of formal questions posed to Police Commissioner Raymond Kelly by C. Virginia Fields.\textsuperscript{179} Commissioner Kelly responded with assurances that the NYPD had regulations in place to protect tenants’ privacy, VIPER Unit officers were trained and supervised, and videotapes were stored in secure locations and destroyed or erased after fourteen days unless they were needed for a criminal investigation.\textsuperscript{180} However, interviews conducted by a reporter for \textit{Eyewitness News} revealed a very different story. Former and current VIPER Unit officers shared stories of officers videotaping “residents of the housing development having sex” and sharing those videos with fellow officers.\textsuperscript{181} They also clarified the discrimination that seems practically inherent in the program. As a former investigator stated, “If this was the Upper East Side it wouldn’t be happening. No one would have cameras on. But because it’s the so-called projects, no one really cares and it doesn’t matter. We can film you, and have entertainment, and do what we want and no one cares.”\textsuperscript{182} It is difficult to imagine that incidents such as those that have occurred under VIPER and other NYPD programs would not be equally possible under LMSI/MMSI, particularly without implementation guidelines that are legally enforceable.

Finally, though it has not yet surfaced publicly in the United States, bias in video surveillance that targets Muslim citizens could very easily become a significant issue. In 2010, the British police apologized for having installed surveillance cameras, with no public notice, in predominantly Muslim areas of the city of Birmingham.\textsuperscript{183} More than 200 cameras were placed in two Muslim neighborhoods in response to general concerns about Islamic fundamentalism and potential terrorism threats.\textsuperscript{184} Recently, New York City has seen the implementation of an alleged secret NYPD surveillance program targeting Muslim communities,\textsuperscript{185} and the revelation that at
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least 1,400 City police officers were shown a film during their training that characterized Muslims as seeking to “infiltrate and dominate” the United States.186 New York City appears to be ripe for a similar scenario as Islamophobia grows across the United States.

IV. PROJECTIONS AND APPLICATIONS

Civil liberties advocates are most concerned by the lack of disclosure of how New York City’s LMSI/MMSI video surveillance program operates and the absence of any legal cause of action for abuse under the program, both of which make the potential for violations far too great.187 As the stories of Paris Lane and Jeffrey Rosner demonstrate, abuse of video surveillance systems happens, and there is no clear way of monitoring or preventing it. It is crucial that legally enforceable regulations be implemented to monitor and limit police and government use of video surveillance systems. Regulations should come from all levels of government, but most importantly at the local level, where city councils can address the security issues specific to their areas and balance the concerns of their constituents.

In New York City, two enormous barriers to discussion, debate, and enforcement of video surveillance regulations are the NYPD’s court-supported refusal to release the majority of documents related to the operations of video surveillance programs and the unenforceable nature of the NYPD’s Public Security Privacy Guidelines. To date, there has not been a single public hearing on LMSI/MMSI and their future progeny, nor has the City Council taken on the task of regulating them.188 Without such efforts at public education, discussion, and regulation, as new technologies continue to develop the public will not have the opportunity to register concerns or advocate for building enforceable limits. This opens the way for future unfettered public surveillance.
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A. Mission Creep and Technological Advances

Surveillance programs in New York City also contain strong potential for mission creep—the expansion of a project or a mission beyond its stated goals. Law enforcement officers might use images for un-sanctioned or illegal purposes, such as to create video archives of protesters, or to target minority individuals. Additional concerns include the lack of a legally cognizable, reasonable expectation of privacy on public streets, and the un-tested nature of applying the plain view doctrine (which allows law enforcement to seize, without a warrant, evidence found in plain view during a lawful observation) to surveillance as technologies change. Individuals on the street are generally not protected by any reasonable expectation of privacy, with regard to actions or items that can be easily seen by normal vision. While New Yorkers may not have a reasonable expectation of privacy on the street, it is not necessarily the case that we shed our privacy “in its entirety at [our] doorstep.” The problem is that we lack any real clarity as to the breadth of our privacy that remains once we leave our homes, as well as how a reasonable expectation of privacy is determined. From how far away may a camera zoom in on a letter we are reading on a park bench or an email on a Blackberry while walking—something likely unreadable by a police officer passing by? May a surveillance camera affixed to a lamppost record an intimate conversation on the other end of the block? May a camera peer through a car window?

Public video surveillance programs also have implications for at-home privacy. The Supreme Court’s ruling in Kyllo v. United States established that Fourth Amendment protections are strongest in the home. But the home is not sacrosanct. The Court preserved the “lawfulness of warrantless visual surveillance of a home,” noting that, under the plain view doctrine, visual observation is not a search. Without any clear limitations on video surveillance programs, it seems possible—if not likely—that the limits to Fourth Amendment protections in the home, affirmed by the Supreme Court in Kyllo, could make new types of privacy encroachments possible. One can imagine a surveillance camera with pan-tilt-zoom capabilities, affixed to a
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public lamp post; from there, it would not be difficult to imagine that camera tilting and zooming through the window of an apartment and recording the activities of the individuals inside. If an individual fails to close the shades of his tenth floor apartment window, is anyone or anything in that apartment fair game for video surveillance?

The Supreme Court has recently eschewed an opportunity to establish the possibility of a legal challenge to video surveillance, at least on an individual level, in its decision in United States v. Jones.197 The Court of Appeals for the District of Columbia had previously held that prolonged GPS surveillance violated a defendant’s reasonable expectation of privacy.198 During a joint investigation by the FBI and the District of Columbia’s Metropolitan Police Department, the government planted a GPS tracking device on the appellant’s car and monitored his travel over a month-long period.199 The government used the evidence gleaned from the surveillance to convict him of trafficking in narcotics.200 Jones argued before the D.C. Circuit that the extended period of surveillance had violated his Fourth Amendment reasonable expectation of privacy.201 The D.C. Circuit agreed.202 While the court did not disturb the general constitutionality of GPS surveillance, it did hold that such surveillance over the course of many weeks resulted in such an intimate picture of an individual’s life as to violate a reasonable expectation of privacy.203 The D.C. Circuit’s reasoning suggests possible challenges to video surveillance in cases, for example, where a video camera is trained on a street (or on an entryway or window) to capture an individual’s daily movements on an ongoing basis.

The Supreme Court unanimously affirmed the D.C. Circuit’s ruling, but without offering support for the types of challenges to video surveillance suggested by the lower court’s ruling.204 The Court was divided on the reasoning for its decision, with the majority avoiding the reasonable expectation of privacy standard altogether. The majority opinion, authored by Justice Scalia, focused on the government’s intrusion into private property
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203. Id. at 560 (“[T]he whole of a person’s movements over the course of a month is not actually exposed to the public because the likelihood a stranger would observe all those movements is not just remote, it is essentially nil. It is one thing for a passerby to observe or even to follow someone during a single journey as he goes to the market or returns home from work. It is another thing entirely for that stranger to pick up the scent again the next day and the day after that, week in and week out, dogging his prey until he has identified all the places, people, amusements, and chores that make up that person’s hitherto private routine.”).
204. U.S. v. Jones, 132 S. Ct. at 954 (“The judgment of the Court of Appeals for the D.C. Circuit is affirmed.”); id. (Sotomayor, J., concurring) (joining the Court’s opinion, but setting out different reasoning); id. at 957 (Alito, J., concurring) (joining the Court’s opinion, but setting out different reasoning).
by placing the tracking device on Jones’ car, rather than on the sustained
nature of the surveillance. The majority held that an individual’s vehicle is
an “effect,” in which the individual has a right to be secure under the Fourth
Amendment, and that the government violated the Fourth Amendment by
“physically occup[y]ing] private property for the purpose of obtaining infor-
mation.” Commentary immediately following the ruling has suggested
that Jones indicates “a majority of the justices are prepared to apply broad
Fourth Amendment privacy principles to bring the Fourth Amendment’s ban
on unreasonable searches into the digital age, when law enforcement
officials can gather extensive information without ever entering an individual’s
home or vehicle.” It is true that in two concurring opinions by Justice So-
tomayor and Justice Alito, five justices noted that much surveillance no
longer relies upon physical intrusion of, for instance, a home, and that a
modern interpretation of the reasonable expectation of privacy standard is
needed. However, the majority did not rely on this more modern view of
the needs of Fourth Amendment protections, preferring a narrower ruling
grounded in private property protections.

The majority view differed significantly from the emphasis placed by
Justice Sotomayor, in her concurring opinion, on the position that “the
Fourth Amendment is not concerned only with trespassory intrusions on
property.” Justice Sotomayor emphasized, “[A] Fourth Amendment search
occurs when the government violates a subjective expectation of privacy
that society recognizes as reasonable,” and “does not turn upon the pres-
ence or absence of a physical intrusion.” Justice Sotomayor, along with
Justice Alito in a separate concurrence, noted that technological advances,
which enable nontrespassory surveillance techniques—that is, surveillance
that does not depend on entry into, or attachment to, private property—will
shape the evolution of society’s privacy expectations. The question that
remains after United States v. Jones is how such expectations will evolve:
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will new technology heighten the public’s reasonable expectations of privacy, or will it do away with them altogether?

Indeed, the rapid development of new technology impacts all concerns related to video surveillance. In New York City, it is unclear how, when, and whether the City and law enforcement will adopt new surveillance programs and systems. For example, the NYPD’s Guidelines currently state that the Domain Awareness System does not use facial recognition technology. However, the Guidelines also state that technologies used by the System may “utilize or be integrated with systems and technologies deployed by other bureaus and divisions of the NYPD.” No guidelines exist to regulate what systems and technologies might be integrated through this clause, or how their utilizations or integrations might take place, leaving the field wide open for expansion and mission creep. In addition to the possible use of existing technologies that are not explicitly authorized, there is also the unanswered question of how new technologies will be adopted, and what limits may or may not be placed on their adoption.

B. Balancing Security, Privacy and Free Speech

There are compelling and reasonable arguments in favor of video surveillance programs. But there are equally compelling and reasonable arguments for caution in implementing and maintaining them. The lack of public dialogue with regard to such systems should not be interpreted as a lack of concern; rather, it is more likely an indication of the limits of public knowledge about either the programs or the remarkable absence of public control over their operation. If surveillance cameras are to be ubiquitous, public education and dialogue are the only likely tools we have to monitor potential abuses and challenge them when they occur. The NYPD and city officials have had ample opportunity to take the lead in initiating public dialogue, but have failed to do so. One place for the public to start is in considering and advocating for legally enforceable regulations over video surveillance that would go further to protect privacy and First Amendment rights.

The City Council is the ideal starting point for regulating video surveillance in New York City, as it is well-positioned to facilitate public dialogue and to draft and pass legislation. The process of legislating regulations would require at least three key steps: (1) consideration and editing of the stated objectives of the LMSI/MMSI; (2) review of information regarding operations of the programs and determination of the most information that can safely be made public; and (3) determination of the most stringent privacy protections available without stripping the NYPD of its ability to keep the public safe. Such determinations require balancing a range of interests,

214. NYPD Guidelines, supra note 34, at 3.
215. Id.
which is why the City Council (which shares the interests of New Yorkers as well as the NYPD and its stakeholders) is better positioned than the NYPD (which has a clear perspective on one side of the debate) to set regulations. Regulations should clearly state the objectives of such programs; mandate public disclosure of much of the operations of the programs—particularly with regard to data storage, use, and sharing; and ensure the availability of legally cognizable claims regarding privacy violations and other abuses.

1. Clarifying Objectives

Much of the stated purpose of LMSI and MMSI is compelling, and hard to contradict. To observe “pre-operational activity by terrorist organizations,” “aid in the detection of preparations to conduct terrorist attacks,” “deter terrorist attacks,” and “reduce incident response times” are all noble goals.216 As Jeffrey Rosner explained, after he experienced an invasion of his privacy by the NYPD,217 post-September 11th New Yorkers, like most Americans, generally favor the presence of cameras to deter another terrorist attack.218 If the Guidelines’ Statement of Purpose set out solely the goals above, there would likely be little to debate, at least with regard to objectives.

However, two key facets of the Statement of Purpose are vague and confusing, and it is difficult to connect them with the other four points. First, it is not clear what is meant by “provid[ing] a degree of common domain awareness for all Stakeholders,”219 nor why doing so is important. Second, it is not clear what is meant by “creat[ing] a common technological infrastructure to support the integration of new security technology,”220 nor what the parameters of such an infrastructure and new technology might be.

The first point, providing common domain awareness for all stakeholders in the LMSI/MMSI, is concerning for two reasons. The NYPD has integrated private entities into City security and surveillance programs221 with little to no public disclosure or dialogue. The NYPD has not shared its reasons for doing so, nor has it shared any standards it uses to determine which private entities to integrate. It is not clear what, if any, vetting process
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may be utilized to screen stakeholders or to hold them accountable to the limited regulations the NYPD enforces over the program. Further, the NYPD also has not set out how “a degree of common domain awareness” is identified, and why it is important for private entities to share the level of security awareness that the NYPD enjoys.222

Integrating private entities into public safety programs opens such programs to conflicting purposes and priorities. It also may increase opportunities for misuse of data and privacy violations due to expanding access to such data to a variety of parties with differing interests, objectives, and levels of experience. Such integrations should not be undertaken without public awareness and legislative approval.

The second point, creating a common technological infrastructure to support the integration of new security technology, is troubling for related reasons. First, it is unclear with whom the infrastructure is to be “common.” The Guidelines do not state whether it is to be common as between the NYPD and its private stakeholders, or whether there are other entities—such as federal investigative agencies—that are also included. Second, there are no boundaries established with regard to the integration of new security technology, leaving the field wide open for the NYPD, its private stakeholders, and any other unnamed partners, to experiment with new technologies without informing the public. For instance, as discussed above, while the Guidelines assure that facial recognition technology will not be used as part of the Domain Awareness System,223 it is not at all clear that the NYPD and its stakeholders can be prevented from using such technology, should it be deemed an important new security technology to integrate. As surveillance technology develops quickly in the twenty-first century, it appears that the Guidelines have created an open platform for experimentation without any mandate to provide public notice.

Objectives for the LMSI/MMSI (as well as for any public surveillance program) can only be set responsibly through dialogue with the public. In the case of the Guidelines, there were no public hearings held to provide New Yorkers with a chance to understand the new programs, ask questions, raise concerns, and present goals and boundaries.224 The Guidelines were made public on the New York City Police Department’s website for one month prior to their adoption, and a press release provided an NYPD email address to which concerns and questions could be directed.225 Less than 100 comments were made, which has caused at least one City official to claim that New Yorkers were not concerned about either the Guidelines or the
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LMSI/MMSI program.\textsuperscript{226} It is not necessarily the case, however, that so few comments are evidence of a lack of concern. It is also possible that most New Yorkers do not learn of events in their city from NYPD press releases, and that many members of the public were unaware of the Guidelines during the period provided for review and comment. It is also possible that those New Yorkers who were aware of the public comment period were discouraged from sharing comments directly with the New York City Police Department, for fear of being identified and targeted. It is for this reason that such processes are best placed into the hands of legislators; in such cases, the processes may at the very least become a matter of public record, providing for some amount of accountability, and at best they may be opened to meaningful public debate and dialogue.

2. Providing Information

Information about the operations of the LMSI/MMSI has been very limited and difficult to come by. Following the New York State Supreme Court’s 2009 and 2010 rulings, the NYPD is exempted from having to produce any documents involving “the operational details of the LMSI, such as the types of information to be collected and how the information will be used, shared and stored and for how long,”\textsuperscript{227} as well as any communications within and between agencies and stakeholders involved in the LMSI.\textsuperscript{228} It is certainly reasonable that some operational details of security programs must be kept confidential in the interest of public safety. However, information regarding the length of time data may be stored and rules regulating its use are of great concern to members of the public, who are directly impacted by such regulations. Similarly, information about the process by which security systems such as the LMSI/MMSI were initiated, almost certainly captured in communications between the NYPD and stakeholders, is of great interest to the public. Such information promises to shed greater light on the most salient internal objectives of the programs, in comparison to the vague objectives presently shared with the public. It also provides room for the public to question such objectives, and the strategies set for achieving them.

For example, the Guidelines provide that all personnel in the Lower Manhattan Security Coordination Center are required to undergo privacy training.\textsuperscript{229} However, the public has not received any clear information regarding what type of training is required. It appears that the training course is a three-hour-long program developed by a private contractor who tailored the course specifically to the NYPD’s system with “practical real-world examples,” clearly setting out “privacy principles.”\textsuperscript{230} It may be true that this

\begin{itemize}
  \item \textsuperscript{226} Anonymous Interview, \textit{supra} note 9.
  \item \textsuperscript{227} New York Civil Liberties Union, \textit{242 N.Y.L.J.} at 9–10 (2009).
  \item \textsuperscript{228} New York Civil Liberties Union, No. 112145.
  \item \textsuperscript{229} NYPD Guidelines, \textit{supra} note 34, at 6–7.
  \item \textsuperscript{230} Anonymous Interview, \textit{supra} note 9.
\end{itemize}
program is highly effective in training NYPD and stakeholder personnel to value and protect the privacy of New Yorkers. The program may effectively help them to identify and balance precarious situations in which security interests and privacy interests must be carefully weighed. But there is no information publicly available about the program to truly reassure those who are subject to video surveillance in the City, such as what “privacy principles” are communicated, what examples trainees are given to help them identify situations in which they must prioritize privacy, and how personnel are monitored and assessed. In the case of Paris Lane, for instance, Commissioner Kelly asserted in the aftermath of the scandal that the NYPD had regulations in place to protect tenants’ privacy and that VIPER Unit officers were trained and supervised. Whatever training that occurred did little to protect the privacy of Paris Lane and his family. Similarly, the current lack of information about privacy training in the Lower Manhattan Security Coordination Center does little to engender trust among surveilled New Yorkers. It also does little to provide accountability when privacy principles are breached.

A further example of the type of highly relevant information withheld from the public is the management of the retention and use of data collected from surveillance cameras. The Guidelines state that video data is destroyed after thirty days, and it has been suggested by at least one City official that a thirty-day deletion policy is unprecedented and an important concession for privacy protection. However, recent surveillance history in New York City suggests otherwise. Again, in the case of Paris Lane, the policy of the VIPER program was to store videotapes in secure locations and to destroy or erase them after fourteen days. The fourteen-day deletion policy was more stringent than the LMSI/MMSI’s thirty-day deletion policy; however, it still allowed for privacy violations. This example suggests that time-based retention policies are not sufficient to secure the data of New Yorkers. There must be clear regulations that detail how such data is stored, who has access to it, how it may be accessed, and under what circumstances it may be utilized. The Guidelines make vague statements that gesture toward regulating these elements, but provide no concrete information. Even assuming that clear and stringent regulations are in place and cannot be revealed due to security concerns, it should be possible that more information might be
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provided beyond the statement that use is permitted “in furtherance of the purposes set out in the Statement of Purpose.” 235 New Yorkers should be assured that there is a chain of command, that supervisors are on hand to authorize any use or retention of data, and that substantial protections are in place to prevent unauthorized use or retention of data.

These examples demonstrate that voluntary self-regulatory guidelines adopted by the NYPD are insufficient in establishing the privacy rights of New Yorkers. The Guidelines do not provide assurance that meaningful measures are in place to protect New Yorkers’ privacy. For this reason, it is preferable for the City Council to adopt regulations that are binding on the NYPD and its stakeholders. Legislation provides the most promising means of establishing clear objectives for surveillance programs that balance security concerns against other public interests, establishing regulations for the retention, use, and sharing of data and monitoring the interaction between the NYPD and private stakeholders. Legislation is also the best means of ensuring that the regulations are made public and that the public is given meaningful opportunity to discuss and debate the measures before they are implemented. While legislation did not precede the implementation of the LMSI/MMSI, it is not too late to effect legislation to regulate these security systems.

3. Ensuring Protections

In 2006, the NYCLU set out a list of recommendations for making video surveillance more accountable to the public. 236 These recommendations have not been addressed by the NYPD, the City Council, or even the media, but they are useful in offering key provisions that might be included in City legislation regulating video surveillance. The key provisions are: (1) the establishment of “specific and justifiable” objectives for surveillance programs; (2) public notice in areas where video cameras are currently, or are planned to be, installed; (3) a guarantee that personnel operating or controlling access to surveillance cameras and data are properly trained and supervised; (4) the establishment of clear rules and procedures for the retention, storage, and destruction of video surveillance images; and (5) the explicit prohibition of unlawful practices with regard to video surveillance cameras, with legal penalties for violations. 237

In establishing objectives for video surveillance programs, the City should undertake needs assessments prior to the installation of cameras, and make those assessments public and open to public discussion. Any legislation should also provide for regular audits to determine the ongoing efficacy of video surveillance and the programs’ compliance with laws and regula-
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tions. The City and the NYPD may have already undertaken such assessments, but they have not been required to produce documentation, so it is impossible for the public to gain substantive knowledge about the objectives of New York City’s video surveillance programs, and the status of those objectives. Further, legislation should require public notice in neighborhoods and areas where video cameras will be—or are currently—installed. The Guidelines do set out a notification requirement; however, since the Guidelines are not legally enforceable, there is no guarantee that cameras are consistently marked. The process of public notice should also provide residents meaningful opportunities to participate in decisions regarding location and operation of cameras. Signs indicating the presence of cameras are insufficient. The NYPD and the City government should undertake public education, and hold public hearings in areas where cameras are or will be placed, to inform residents about the scope of the cameras, and allow them the opportunity to air concerns, and learn what legal processes and protections may or may not be available to them.

City legislation must require that individuals charged with operating or controlling access to video surveillance cameras will be properly trained and closely supervised, and should set out regulations addressing the number of hours of training required, the subjects to be covered in training sessions, the regularity of trainings and assessments, and the standards to be met in assessing both training programs and the actions of personnel. Given prior incidents that would reasonably dissolve public confidence in their police to properly execute such programs, the public should be assured that a high-level of training and supervision is in place and that changes have been made since the most recent reported incidents. Legislation must also clarify a chain of command and set out processes for approval by establishing clear rules and procedures for the retention, storage, and destruction of video surveillance images. The Guidelines set out some standards with regard to these issues, but they permit each standard to be overridden on a case-by-case basis, without a standard for public disclosure of the process for an override. This is insufficient and should be addressed by legislation. Finally, the City must provide legal penalties for violations of its regulations. It is not sufficient for the NYPD to set out a series of unenforceable Guidelines; regulations must be legally enforceable in order to be meaningful, and legislation should be passed to ensure that they are.

**Conclusion**

There are legitimate security concerns—both local and national—that offer compelling reasons for the use of video surveillance programs. The purpose of this Note has not been to challenge them; rather, it has been to
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highlight the problems that emerge when information about such programs is withheld from the public in the name of national security, when oversight policies are vague and unenforceable, and when no legal mechanism exists to hold public institutions accountable for violations. Only through clear objectives, public education, and the ability to legally enforce standards for the use of surveillance technologies will the public be able to challenge surveillance that encroaches on privacy, First Amendment rights, and basic dignity. A case in point is the controversy over the Transportation Security Administration (TSA)’s newly invasive security screening policies that were deployed towards the end of 2010.240 Only after vehemently negative public reaction did the TSA begin to back off its previous hardline position. In the wake of public calls for protests that would have crippled the United States’ air transportation system during Thanksgiving weekend, the TSA suggested that the program “will be adapted as conditions warrant,” to make them “as minimally invasive as possible, while still providing the security that the American people want and deserve.”241

There has been no such public reaction to video surveillance cameras in New York City, very likely because the program is not as publicly recognizable as a security screening program implemented in airports across the nation. To date, the only available challenge to surveillance cameras must come as a response to specific, individual cases of privacy violation, discrimination, or the chilling of free speech. Such challenges depend on individuals to recognize a violation and to have the courage and resources to come forward and bring a challenge, without any guarantee of legal recourse. In such cases, post-violation complaints and litigation cannot be fully satisfying to those whose privacy, speech protections, or dignity have been violated. Even victories in court cannot make such individuals fully whole. Without enforceable regulations and legislation, at least at the local level, New Yorkers will be subject to unchecked surveillance that will only expand as technology produces more and more options.